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Key Research Issue

Identify the most discriminating biomarkers 

of exposure and/or response to diesel exhaust
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Solution Approach
• Analyze the peaks (protein concentrations) in the 

serum samples data of humans exposed to diesel
• Develop a software tool which provides the 

following capabilities:
– Data collection
– Data reduction
– Identification of the most discriminating peaks
– Use of classification and clustering algorithms to

- Form clusters of the most discriminating peaks
- Learn from the most discriminating peaks

– Map unknown data
– Learn from new data
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Data Collection

Each spectrum had 60,000 data-points

Snapshot of peaks in 10,000 points of the spectrum
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Data Reduction

• Data from 93 samples (34 – “low”, 13 – “medium” and 46 
“high” exposures) were obtained from the Ciphergen 
software.

• Based on the 60,000 data points for each of the 93 samples, 
the Ciphergen software normalized the data, applied baseline 
correction and identified 132 peaks for each sample.

• The most differentiating peaks between the “high” and “low’ 
diesel exposures were obtained by performing a t-test for 
unequal variances and selecting peaks having p-values < 0.10.

• Intensities from the 93 samples for the 12 peaks were fed into 
the Predict software as training data.
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Analysis of peaks using t-test
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Identification of the most discriminating 
peaks (based on p-value in peak statistics)
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The Backpropagation Algorithm (BPA)

• This algorithm is a standard 
error backpropagation 
algorithm that uses error 
propagation to identify patterns

• The algorithm learns from its 
errors and it falls under the 
category of supervised learning 
algorithms

• Typically it has three phases:
– Feed forward phase of input    

training pattern
– Back propagation of associated 

error
– Adjustment of weights
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The Cascade Correlation Algorithm (CCA)

• Dynamically adds hidden units (only the minimum number 
necessary to achieve the specified error).

• A two-step weight training process ensures that only one 
layer of weights is being trained at any time. 

• The network is trained until no further improvement is 
obtained (error of the output unit over all training patterns 
remains unchanged) 

• The example shows 12 peak intensities as inputs and the 
corresponding “low”, “medium” and “high” exposures as 
outputs.  
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Entire Network of CCA
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The SOM Algorithm

• The Self Organizing Maps – also called the 
“Winner Take All” algorithm

• Algorithm clusters data based on Euclidean 
Distance

• Algorithm falls under the category of 
Unsupervised Algorithms
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Working of SOM
• A base level of activation is 

calculated based on the 
distance between the weight 
vectors and the input vectors 
being examined

• A “Processing Element” with 
the highest level of activity is 
the “Winner”

• Once the “Winner” is decided, 
the activation levels of all other 
units are squashed to zero. 
Allows the winner to learn only 
from the current input pattern 
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Analysis of Results 
(Classification Algorithm)

The “Predict” software provided the best results when 85% 
of the data was used in the training set and the remaining 15% of 
the data was used as the testing set.   
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Analysis of Results 
(Clustering Algorithm)

Three Clusters
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Analysis of Results 
(Clustering Algorithm)
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Conclusions
• The neural network algorithms showed high levels of 

sensitivities and specificities.
• Adapt the neural network algorithms for biological data.
• Develop algorithm(s) to automatically identify the most 

discriminating peaks. 
• Develop algorithm(s) to cluster cases based on a variety of 

criteria.  Identify relationships between different clusters 
formed for different criteria.

• Identify the most robust tools and techniques, both 
statistical and neural network, for proteomic data.
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Future Work

• Develop a software tool (for practitioners) where 
spectral data is input and the model determines 
normal, cancerous or benign.

• Develop a software tool (for researchers) to 
experiment with a variety of neural network 
models.

• Make the software available (at no cost) on the 
web for registered users.
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For Additional Information

Rashpal S. Ahluwalia, PhD, PE
Room 353E, IMSE Department
West Virginia University
Morgantown, WV 26506-6070

Phone: (304) 293-4607 x 3707  
Fax: (304) 293-4970

Email: rashpal.ahluwalia@mail.wvu.edu
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